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Summary

Axisymmetric numerical simulations with finite-rate
chemistry are presented for two operating conditions in
the HYPULSE expansion tube. The operating gas for
these two cases is nitrogen and the computations are com-
pared to experimental data. One test condition is at a total
enthalpy of 15.2 MJ/Kg and a relatively low static pres-
sure of 2 kPa. This case is characterized by a laminar
boundary layer and significant chemical nonequilibrium
in the acceleration gas. The second test condition is at a
total enthalpy of 10.2 MJ/Kg and a static pressure of
38 kPa and is characterized by a turbulent boundary layer.
For both cases, the time-varying test gas pressure pre-
dicted by the simulations is in good agreement with exper-
imental data. The computations are also found to be in
good agreement with Mirels’ correlations for shock tube
flow. It is shown that the nonuniformity of the test gas
observed in the HYPULSE expansion tube is strongly
linked to the boundary layer thickness. The turbulent flow
investigated has a larger boundary layer and greater test
gas nonuniformity. In order to investigate possibilities of
improving expansion tube flow quality by reducing the
boundary layer thickness, parametric studies showing the
effect of density and turbulent transition point on the test
conditions are also presented. Although an increase in the
expansion tube operating pressure level would reduce the
boundary layer thickness, the simulations indicate that the
reduction would be less than what is predicted by flat
plate boundary layer correlations.

Introduction

The expansion tube was proposed by Trimpi (1962, 1965,
and 1966) as a method of achieving higher total pressure,
higher enthalpy test conditions than can be provided using
other types of ground testing facilities. Figure 1 depicts
the components and ideal operating sequence of an expan-
sion tube using an x-t diagram. It is composed of the
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following three sections: a driver, a driven section (con-
taining the test gas), and an acceleration section. The
operation of the expansion tube begins by rupturing a
diaphragm separating the driver gas from the test gas. An
incident shock wave travels into the test gas, compressing
it. At the end of the intermediate tube, the incident shock
ruptures a second diaphragm. This creates a second inci-
dent shock and a second expansion, both of which travel
down the acceleration tube. The secondary expansion
propagates upstream with respect to the test gas but is
convected downstream in the supersonic flow. The
unsteady expansion of the test gas creates the high veloc-
ity test conditions at the exit of the acceleration tube. The
test gas is typically air; however, the expansion tube has
also recently proved useful for unique experiments which
accelerate combustible mixtures to high velocities
(Srulijes, et al., 1992 and Kamel, et al., 1995).

It can be argued that the full potential of the expansion
tube has yet to be demonstrated and that the primary defi-
ciency is non-ideal flow in the acceleration tube caused by
turbulent boundary layers. The turbulent boundary layer
thickness can become significant compared to the tube
radius even when using a relatively short acceleration tube
because the acceleration tube fill pressures are typically
low. A thick boundary layer creates axial nonuniformity
in the inviscid portion of the flow, or core flow, as well as
reducing the amount of core flow available for testing.
Although the boundary layer thickness at the exit can be
reduced by decreasing the length of the acceleration tube,
this reduces the test time.

The negative impact of the acceleration tube boundary
layer has been demonstrated in the operational experience
with the HYPULSE expansion tube. In spite of the fact
that the expansion tube can theoretically provide an infi-
nite set of test conditions by properly setting the fill pres-
sures in the intermediate and acceleration tubes, there has
been difficulty in finding acceptable test conditions in
HYPULSE. This particular expansion tube was operated
at NASA Langley in the 1960s and 1970s. During that
time, essentially only one test point was used. This condi-
tion is now called the Langley test condition and is char-
acterized by a relatively low static pressure and a laminar
boundary layer. Subsequent experimental activities with
this facility after it was moved to General Applied Science
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Laboratory (GASL) have increased the number of test
points. One of the main guidelines used to find other
acceptable conditions has been to avoid the transition of
the boundary layer from laminar to turbulent flow during
the test time (Erdos, et al., 1994). Unfortunately, test
conditions which follow this guideline and have a fully
turbulent boundary layer during the test time result in
significant nonuniformity of the test gas and less-than-
desirable core flow diameter.

One of the primary effects of the boundary layer on shock
tube and expansion tube flow is the departure of the shock
and interface speeds from inviscid predictions. This is
illustrated in the x-t diagram of shock tube flow in
figure 2(a). It is seen that the shock speed decreases
(attenuates) compared to the inviscid shock speed and the
interface speed increases. After traveling a sufficient dis-
tance, the shock and interface reach the same speed.
Thereafter, the separation distance remains constant at a
limiting value, lm . In inviscid flow, the separation dis-
tance continues to increase linearly with time. Figure 2(b)
contains a schematic diagram of the major features of
shock tube flow with a boundary layer in laboratory coor-
dinates. There is a large body of analysis, mostly due to
Mirels (1963, 1964, 1966, and 1971), which explains and
quantifies the boundary layer growth between the shock
and the interface (region 1) as well as the shock attenua-
tion and interface acceleration discussed in figure 2(a).
However, this theory offers little detailed information
about the effect of the boundary layer growth on the
expanded driver gas (region 2). Part of the difficulty in
characterizing this region is the presence of both driver
gas and driven gas in the boundary layer. For many shock
tube flows, a detailed understanding of the expanded gas
is not required since the driven gas (region 1) is the region
of interest. In an expansion tube, the expanded intermedi-
ate tube gas (region 2) is the primary region of interest.
Computational fluid dynamics (CFD) simulations can
provide information about both regions and can therefore
be an important tool for studying expansion tube flow. In
addition, CFD simulations can incorporate the effects of
thermochemical nonequilibrium and turbulent transition
which are not included in Mirels’ analysis.

Axisymmetric CFD simulations of expansion tube flow
were first performed by Jacobs (1992). He computed the
transient flow in the HYPULSE facility throughout the
complete operating cycle starting from the main
diaphragm rupture. The simulations used an explicit
numerical scheme on fixed grids. The computed flow-
fields were compared to experiments which used helium
(to avoid chemistry effects) and had a laminar boundary
layer. Several of the sources of noise in expansion tube
flows were studied using the numerical simulations.
Unlike the previous work, the present approach uses a

moving grid and an implicit treatment of viscous terms in
the Navier–Stokes equations, thereby allowing for signifi-
cantly smaller grid spacing at the wall and better resolu-
tion of the boundary layer. This permits the modeling of
turbulence. In addition, multiple species continuity equa-
tions are included in the present formulation allowing
experiments with nitrogen to be simulated including finite
rate chemistry.

The CFD code used in this work has been previously used
to compute the flow in a reflected shock tube to investi-
gate how the interaction of the reflected shock with the
boundary layer can reduce test time (Wilson, et al., 1993).
It has also been used to compare computed laminar
boundary layer growth in a shock tube with Mirels’ anal-
ysis (Sharma and Wilson, 1995). This latter study demon-
strated the difficulty of achieving a grid independent
solution for shock tube flows. One of the primary chal-
lenges is the large disparity in length scales between the
boundary layer and flow features traversing a facility
meters in length. The previous work showed that with the
proper grid, results in close agreement with Mirels’ corre-
lations can be achieved. This provides confidence in
applying CFD methodology to flows where Mirels’ anal-
ysis cannot be used.

The present work investigates two of the operating condi-
tions commonly used in the HYPULSE expansion tube.
One of the cases, referred to as the Mach 17 condition,
produces a 15.2 MJ/Kg test gas and a laminar boundary
layer during the test time (it is similar to the Langley test
condition mentioned above). The other case, referred to as
the Mach 14 High Pressure (HP) test condition, produces
a 10.2 MJ/Kg test gas and a turbulent boundary layer dur-
ing the test time. The major goal of the present research is
to better characterize the test gas conditions in the
HYPULSE facility and more confidently explain the
cause of experimentally observed test gas nonuniformity.
This not only allows for improved accuracy in interpreta-
tion of data but may also lead to ideas to enhance expan-
sion tube flow quality. Another goal of this research is to
better establish requirements for accurate numerical simu-
lations of high enthalpy ground test facilities.

Description of Numerical Algorithm

The flow through the expansion tube is modeled using the
thin layer Navier–Stokes equations for a chemically react-
ing ideal gas mixture. The present gas model includes
three gas species, although only two species (N2 and N)
are required to simulate the selected experiments. The
present formulation also includes a separate vibrational
energy equation so that vibrational non-equilibrium can
be modeled with a single vibrational temperature; how-
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ever, the present computations are specified to be in
thermal equilibrium. Species diffusion is not included in
the present model.

The axisymmetric gas dynamic equations are solved using
an explicit finite-volume form of the Harten–Yee upwind
TVD scheme (Yee, 1989). The simulations cluster grid
points at the shock and interface and translate this clus-
tered grid with these features to minimize numerical
errors. The solutions are advanced at a Courant–
Friedrichs–Lewy (CFL) number of less than one based on
the inviscid gas dynamics. In the boundary layer this CFL
number can be larger than the stability bound required by
the viscous terms. To avoid limiting the time step due to
the viscous terms, these terms are treated implicitly. This
required a block tri-diagonal matrix inversion along each
line of cells normal to the wall. The cost of this inversion
is more than offset by the larger allowable time step.
Simple numerical experiments in which the time step was
successively decreased suggest the implicit treatment of
the viscous terms does not significantly reduce the time
accuracy of the numerical scheme. The source terms
representing the finite-rate chemical kinetics and vibra-
tional relaxation are also treated implicitly. The moving
grid and single step implicit algorithm reduces the formal
time accuracy to first order.

The internal energies for the gas species are computed
from statistical mechanics including anharmonic correc-
tions and the first electronic states . The forward reaction
rate for nitrogen dissociation is taken from Park (1993).
The equilibrium constant is computed using curve fits
developed by GASL which extend to 24,000 K. The vis-
cosity and thermal conductivity coefficients are obtained
using the curve fits found in Gupta, et al. (1990).

The turbulence model employed is the algebraic model for
compressible flow proposed by Cebeci and Smith (1974).
This model was adopted, rather than the Baldwin–Lomax
model (1978), because finding the edge of the boundary
layer as required by the Cebeci–Smith model was more
straightforward than finding the maximum in vorticity as
required by the Baldwin–Lomax model. The computed
vorticity values in the area around the interface were not
smooth, making the implementation of the Baldwin–
Lomax model difficult. In addition, the compressibility
factor in the Cebeci–Smith model which applies local
values of density and viscosity seems more appropriate in
the test gas region where the boundary layer is comprised
of both acceleration and driven tube gas. A modification
of the intermittency factor in the Cebeci–Smith model as
proposed by Shirazi and Truman (1989) for hypersonic
flow was also tried but gave worse agreement with the
experimental data. Therefore, all the present results use
the original Cebeci–Smith model.

Computational Domain and Adaptive Grid Solution
Procedure

The physical domain of the present simulations is shown
in figure 3. It includes only the driven and acceleration
tubes and is initialized with the driven tube incident shock
and the appropriate post-shock conditions. A no slip, fixed
temperature boundary condition is applied at the wall. The
shock is initially located several meters upstream of the
secondary diaphragm and there is no boundary layer.
Since the post-shock flow is supersonic in the laboratory
frame, the inflow is also set to the post-shock conditions.
This particular initial condition was adopted to avoid the
expense of adding the driver section, but it also introduces
several approximations. A more accurate implementation
of the inflow conditions would include time-varying
boundary layer and core flow. The effect of this approxi-
mation on the present results was investigated by perform-
ing computations with the initial shock location at
different distances upstream of the secondary diaphragm
and also by computing one case with inviscid flow in the
driven tube. These computations produced some variation
in the solution compared to the baseline results primarily
because of driven tube shock attenuation. A possibly more
important simplification of the initial conditions is the
absence from the simulation of the primary driver-driven
gas interface, which is a consequence of not including the
driver section. The head of the secondary rarefaction can
interact with the primary interface and produce reflected
waves which can travel back into the test gas (Shinn and
Miller, 1976). It is believed that the test gas of the particu-
lar cases simulated here is not affected by this phe-
nomenon but subsequent research should include this
effect. In addition, the computations do not include geo-
metric details of the primary diaphragm station, which
were identified by Jacobs (1992) as a potentially signifi-
cant source of noise.

The grid spacing normal to the wall is held fixed through-
out the simulation. The grid spacing in the axial direction,
however, is allowed to vary. The motion is controlled to
position fine axial spacing around the shock and interface
and to place an even finer axial spacing at the secondary
diaphragm at the time of rupture. Since the shock is cap-
tured by the numerical method (rather than fitted), the
finer grid spacing around the shock results in a thinner
shock and better resolution of the boundary layer just
behind the shock. The finer grid at the interface reduces
numerical diffusion. The fine axial spacing at the
diaphragm at rupture is required to accurately capture the
evolution of the Riemann problem associated with the
large pressure and temperature ratios across the
diaphragm. The choice of grid spacing at the diaphragm is
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guided by experience with one-dimensional (1-D) simula-
tions (Wilson, 1992).

The axial grid motion is shown in the schematic diagram
in figure 4. A cluster of finely spaced grid lines is placed
around the initial shock position in the driven tube and an
even finer grid clustering is placed around the secondary
diaphragm location (fig. 4(a)). Approximately one half of
the axial grid points are allocated to each side of the
diaphragm. As the driven tube shock moves down the
tube, the clustered grid translates with it (fig. 4(b)). Near
the secondary diaphragm, the clustered grid associated
with the shock moves up against the fine grid at the
diaphragm and is stopped (fig. 4(c)). The shock is allowed
to proceed over the fixed mesh until the diaphragm loca-
tion is reached and the diaphragm is ruptured. The
diaphragm rupture is simulated by resetting the cells in
the acceleration tube from the driven tube fill conditions
to the acceleration tube fill conditions, thereby creating
the secondary shock and interface (fig. 4(d)). As the inter-
face begins to move, the fine grid is translated with it
while the secondary shock is allowed to proceed across
the grid points clustered around the diaphragm. Since the
shock is moving faster than the interface, the number of
points between the shock and interface increases with
time. Once a specified number of points are located
between the interface and shock, the fine grid near the
shock is moved with it, as was done in the driven tube
(fig. 4(e)). After this time, the number of points between
the shock and interface remains the same. Superimposed
with the grid motion just described is the gradual expan-
sion of the grid spacing near the interface so that it
becomes similar to the grid spacing at the shock (i.e.,
from 5 µm at diaphragm rupture to a final value of
350 µm).

Mach 17 HYPULSE Test Condition

Although the Mach 17 condition is normally obtained
with air in the intermediate and acceleration tubes, several
calibration experiments using nitrogen in both tubes have
been performed. The experiments using nitrogen are con-
sidered here, to reduce the cost of the numerical simula-
tions. The reported initial conditions and test gas
conditions are given in tables 1 and 2, respectively. A
14.62 m acceleration tube is used for the Mach 17 test
condition giving a length to diameter (L/D) ratio of
approximately 96. There is some complexity in comparing
the CFD simulations to the experimental data because the
initial conditions used for the simulations differ slightly
from the conditions used in the experiments. The differ-
ence occurred because the simulations were done before
the experimental results were made available. The initial
conditions for the computations are given in table 3.

tables 1 and 3 indicate that the experimental values for the
driven tube shock speed and acceleration tube fill pressure
are 2880 m/sec and 6.0 Pa, respectively, while the compu-
tational values are 2665 m/sec and 7.2 Pa. To quantify the
difference in acceleration tube conditions that might be
expected from the different initial conditions, secondary
shock properties were computed from both sets of initial
conditions assuming both frozen and equilibrium flow in
the acceleration tube and the results are presented in
table 4. The table shows that the initial conditions used for
the computations should result in lower values of shock
speed and post-shock pressure. The expected difference
due to the initial conditions is approximately 6 percent.

The Mach 17 case is characterized by a low acceleration
tube fill pressure and an acceleration tube shock speed of
over 5 km/sec. This combination of a strong shock and
low density leads to significant nonequilibrium behind the
shock. To help separate the influence of finite-rate chem-
istry from viscous effects, an inviscid simulation with
finite-rate chemistry is presented first. Figure 5 is a plot of
the shock and interface speed versus distance from the
diaphragm. It is seen that the shock speed decreases sig-
nificantly as it travels down the tube while the interface
speed increases slightly. To help understand this phe-
nomenon, the predicted speeds for the shock and interface
from table 4 assuming both equilibrium and frozen flow
are also plotted. A short time after the diaphragm rupture,
very little reaction has occurred in the finite-rate chem-
istry solution and so the speed is most closely approxi-
mated by the frozen solution. At later time, as the nitrogen
dissociates, the shock speed adjusts toward the equilib-
rium solution. To further illustrate this, figure 6 shows
plots of pressure and temperature versus time at a location
near the end of the acceleration tube. The interpretation of
this plot is aided by recalling the x-t diagram in figure 1.
The feature which arrives first at the end of the tube is the
acceleration tube shock followed by the interface separat-
ing the acceleration gas and test gas. The interface signals
the start of the test time. The test time ends when the sec-
ondary rarefaction arrives causing a rise in pressure. The
finite-rate dissociation of the nitrogen behind the sec-
ondary shock is clearly identified from the nonuniform
temperature. The temperature drops from 12,000 K just
behind the shock to approximately 6000 K at the inter-
face. In equilibrium or frozen flow, the post shock tem-
perature would be a constant value.

Simulations with a laminar boundary layer and finite-rate
chemistry were performed for the Mach 17 condition with
several different grids. All of the solutions used a
400 × 63 grid (63 points normal to the wall) and the grid
spacing at the wall was varied to assess whether adequate
resolution was placed in the boundary layer. One measure
of how well the boundary layer is resolved on each grid is
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to monitor the time varying distance between the shock
and the interface as these features travel down the accel-
eration tube. This separation distance, l , can vary greatly
from the value predicted by 1-D theory due to the influ-
ence of the boundary layer produced behind the shock.
According to Mirels’ analysis, the separation distance is
expected to approach a limiting value, lm , when the mass
flow passing through the secondary shock equals the mass
being entrained into the boundary layer. A plot of the sep-
aration distance versus time after diaphragm rupture for
the various grids is shown in figure 7. The grid spacing at
the wall was set initially set to 100 µm and successively
refined in four different simulations. The results show that
a near constant limiting value of lm  is established rela-
tively quickly after the diaphragm rupture and that the
computed value of lm  decreases with decreasing grid
spacing. There is approximately 6.7 percent change in lm

between the two finest grids. The value of lm  on the
finest grid is 0.103 m which compares to a separation
distance of approximately 1.2 m at the end of the accelera-
tion tube for the inviscid solution. Values of pressure and
temperature in the test gas at the end of the acceleration
tube change by less that 1 percent between the finest
grids. No further grid refinement was done because of
cost. The solution on the finest grid required approxi-
mately 700,000 iterations and 70 hours of single processor
central processing unit (CPU) time on a Cray C90. The
difficulty in achieving a grid independent solution can be
traced to the combination of a high post-shock tempera-
ture and a cold wall. This creates an extremely small
thermal boundary layer which is difficult to resolve. As a
further check of the solution, the value of lm  predicted by
Mirels’ analysis (see Mirels, 1963) is calculated to be
approximately 0.098 m and is also given in figure 7. The
close agreement between the computation and theory is
reassuring although exact agreement is not expected
because Mirels’ assumption of equilibrium behind the
shock is not valid for this case. A final point about grid
resolution: since the state of the gas upstream of the inter-
face is quite different from state of the gas downstream of
the interface, it is possible to resolve adequately the
boundary layer in one region but not the other. For the
Mach 17 initial conditions and a laminar boundary layer,
it appears that the region between the shock and interface
is the most challenging to resolve. Therefore, adequate
resolution in this region implies adequate resolution in the
test-gas region.

Figure 8 depicts the computed shock and interface speed
obtained from the finest grid solution with laminar flow
along with the speeds from the inviscid simulation pre-
sented earlier. As predicted by Mirels’ analysis, the shock
and interface speeds approach the same value as the limit-
ing flow condition is reached. Significant attenuation of

the shock speed is observed with the final value of
5110 m/sec being 9.6 percent below the inviscid,
equilibrium value (see table 4). A difference between the
present simulations and Mirels’ analysis is the slow
decrease of the shock and interface speed after the
limiting flow condition is reached. Mirels’ formulation
predicts that the speeds reach a steady limiting value
because shock attenuation due to viscous forces is
assumed to be negligible, whereas the simulations include
this effect. Added to figure 8 are experimentally measured
shock speeds in the acceleration tube from two shots.
These shock speeds are higher than the computed values
for viscous flow as is expected from the different initial
conditions. The overall variation in the shock speed is
similar to the computations, with the highest rate of
attenuation occurring closer to the diaphragm. The cause
of the slight rise in the experimental shock speed at 10 m
along the acceleration tube is not known.

Figure 9 shows a comparison of the pressure and tempera-
ture traces at the end of the acceleration tube for the simu-
lations with inviscid and laminar flow. The time axis for
the laminar simulation has been adjusted so that the time
of arrival of the interface is the same for each case. The
viscous solution has a lower post-shock pressure and tem-
perature due to the reduced shock speed and a much
smaller distance between the shock and interface as dis-
cussed above. There is also some variation in the pressure
during the test time in the viscous solution. However, if
this nonuniformity is judged acceptable then the test time
for the laminar boundary layer solution is similar to the
test time predicted by the inviscid simulation.

A comparison of an experimental and computed pressure
trace at the end of the acceleration tube is presented in
figure 10. There is good agreement between the pressure
traces, specifically the post-shock pressure level and the
variation of pressure during the test time. The opposite
axis of the figure shows the value of the displacement
thickness at the exit of the tube. The height of this axis is
set equal to the radius of the acceleration tube to allow an
easy comparison of the displacement thickness to the
radius of the tube. The displacement thickness is com-
puted using the formula for axisymmetric flow

ρ π ρ π

δ

CL CL

R R

u r dr u r dr2 2

0 0

   

−

∫ ∫=

*

(1)

where δ*  is the displacement thickness, R is the radius of
the tube, and the subscript CL refers to the centerline val-
ues. The sharp peak in the displacement thickness at the
interface results from the integration path crossing the
curved interface. The plot reveals that the minimum pres-
sure during the test time is associated with a maximum in
the displacement thickness. The location of the maximum
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displacement thickness also corresponds to a maximum in
velocity and a minimum in density and temperature (see
figs. 11 and 12). This variation of flow properties is simi-
lar to the variation expected for a steady subsonic flow in
a converging-diverging channel. Figure 11 shows the
acceleration of the gas from 4600 m/sec just behind the
shock to approximately 5150 m/sec at the interface. Since
the limiting flow condition has been reached, the flow
must accelerate so that the velocity at the interface is
equal to the shock speed. The increase in displacement
thickness after the interface causes a further velocity
increase to over 5300 m/sec, which is higher than the
shock speed. The predicted test gas temperature shown in
figure 12 is less than 1000 K. This is significantly lower
than the value of 1223 K which was computed from
experimental measurements (see table 2).

Figure 13 shows the experimental and computed values of
the ratio of pitot pressure to static pressure at the acceler-
ation tube exit, averaged over the test time. The computed
pitot pressure is defined as 0.92ρu2, an approximation
based on the hypersonic limit of a an ideal gas with no
vibrational energy, which results in an error of at most a
few percent. The predicted values of pitot pressure are
higher than the experimental values and the computed the
boundary layer is thinner. A comparison between the cen-
terline pitot pressure traces is shown in figure 14. The
secondary interface is identified by the sudden rise in pitot
pressure shortly after the arrival of the acceleration tube
shock. There is good agreement between the measured
and computed values of the shock and interface separation
distance but the computed value of the pitot pressure dur-
ing the test time is significantly overpredicted.

Plots showing the grid, density contours, and velocity
contours at an instant in time when the shock is near the
end of the acceleration tube are presented in figure 15.
The grid shows the clustering of points at the wall, the
shock, and the interface. The density contours show the
interface which is curved near the wall, giving an indica-
tion of the gas being entrained into the boundary layer.
The boundary layer growth is also seen in the density
contours. The velocity contours show the acceleration of
the gas between the shock and interface which results in
an interface speed equal to the shock speed. It is also seen
that a large core flow is available for test purposes.

The source of the differences between the computation-
ally predicted and experimentally reported values of test-
gas temperature and pitot pressure is not fully understood.
It is the authors’ opinion that better agreement should be
achievable for this case with proper modeling of all the
relevant physical phenomena. Several additional simula-
tions were used to identify significant sources of dis-
agreement. One calculation included initial conditions

which better matched the reported experimental initial
conditions, and another calculation included vibrational
nonequilibrium. Neither produced significantly better
agreement with data. One final computation was per-
formed to investigate the influence of the secondary
diaphragm. It is known from experimental pressure traces
taken near the secondary diaphragm that there is a distur-
bance created by the intermediate tube shock wave inter-
acting with and partially reflecting off the diaphragm.
Roberts, et al. (1994) suggest that the HYPULSE
Mach 17 condition can be especially affected by the
secondary diaphragm because the entire volume of test
gas originates from approximately 4 cm of compressed
gas upstream of the diaphragm. As a crude model of the
secondary diaphragm rupture process, the secondary
diaphragm was held fixed for 10 µsec after the arrival of
the incident shock wave. This produced better agreement
with the pitot pressure and temperature data while only
slightly modifying the predicted static pressure trace,
which suggests that the secondary diaphragm rupture
process may indeed be the cause of the current
discrepancies.

While the pressure trace obtained with a laminar boundary
layer is in good agreement with the experimental data, the
comparison in the region after the arrival of the secondary
rarefaction (after the test time is over) may be fortuitous.
Experimental heat transfer measurements suggest that the
boundary layer becomes turbulent 500-600 µsec after the
passage of the shock. A computed pressure trace from a
simulation with a turbulent transition near the experimen-
tally measured location is presented in figure 16. The grid
used for this computation had a spacing of 50 µm at the
wall. It is known that this grid is inadequate to resolve the
turbulent boundary layer, but the simulation is useful to
demonstrate qualitatively the effect of the transition. As
was done in figure 10, the computed displacement thick-
ness is presented on the opposite axis. The turbulent
boundary layer produces an increase in displacement
thickness and a corresponding reduction in static pressure
starting near the transition point. As a result, the computed
pressure with the turbulent transition falls significantly
below the experimental measurements in the region after
the test time. Even though this solution differs more from
the experiment, it may be more accurate. The reason for
the difference may be that in the experiment, a wave cre-
ated by the reflection of the head of the rarefaction off the
primary interface (a phenomenon not captured in the pre-
sent simulations) is arriving at the end of the tube at
approximately the same time as the turbulent transition.
The arrival of this wave is suggested by the appearance of
larger amplitude noise in the experimental pressure traces
and by the simulations of Jacobs (1992). This wave would
cause a rise in pressure and would move the predicted
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trace for the transitional case closer to the data. Simula-
tions including the primary diaphragm should be per-
formed to clarify this issue.

Mach 14 HP HYPULSE Test Condition

As with the Mach 17 simulations, the simulations for the
Mach 14 HP conditions are for experiments using nitro-
gen. The nominal initial conditions for the experiments
and measured test gas state are listed in tables 1 and 2,
respectively. A 10 m acceleration tube length is used for
this condition, with a L/D value of approximately 66. The
initial conditions used for the computations are found in
table 3 and are seen to be essentially the same as the
experimental values. Acceleration tube post-shock condi-
tions assuming both frozen and equilibrium flow are
found in table 5. Table 5 presents separate values of the
acceleration tube post-shock conditions for both the
experimental and the computational-initial conditions.

The acceleration tube fill pressure for the Mach 14 HP
case is much higher than it is for the Mach 17 condition
(193 Pa versus 7.2 Pa) and the acceleration tube-shock
speed is lower (approximately 4 km/sec versus 5 km/sec).
As a result, this case has a significantly higher post-shock
pressure and a lower post-shock temperature with less dis-
sociation and gas much closer to chemical equilibrium.
Consequently, there is less difference between the frozen
and equilibrium solutions for this case. This is shown in
figure 17 in plots of frozen and equilibrium shock speed
and interface speed versus distance from the diaphragm.
Also added to the plot is an inviscid, finite-rate chemistry
solution. As before, the shock and interface for the invis-
cid finite-rate solution initially move at speeds closer to
the frozen values and approach the equilibrium values at
later times.

It is known from the experimental data that the boundary
layer in the region between the shock and interface is
laminar, and transition to turbulence occurs at the start of
the test time just behind the interface. For this reason, the
simulations specify a turbulent boundary layer starting
2.54 cm behind the interface. A 450 × 53 grid was used
and solution accuracy was studied by varying the grid
spacing at the wall. An acceleration tube with half the
length (5 m instead of 10 m) was used in order to mini-
mize computer time requirements for the grid refinement
study. Figure 18 shows the computed distance between
the shock and interface versus time after diaphragm rup-
ture for several simulations. Solutions with 25 µm and
12.5 µm grid spacing at the wall yield nearly identical
results, indicating that the 25 µm grid is adequate for
resolving the region between the shock and interface. This
region is more easily resolved for this case than for the

Mach 17 case because the maximum gradient associated
with the thermal boundary layer is smaller. The figure
also shows that the flow is far from achieving the limiting
flow condition (i.e., the shock and interface are not travel-
ing at the same speed) with the separation distance at the
end of the 5 m acceleration tube being not too different
from the inviscid solution. Added to figure 18 is a plot of
the distance between the shock and interface for a simula-
tion without a turbulent transition (i.e., a fully laminar
boundary layer) on the 12.5 µm grid. This solution is very
similar to the other solutions showing that the transition to
turbulence behind the interface has little effect on the time
evolution of the flow between the shock and interface.
Therefore Mirels’ analysis for a laminar boundary layer is
applicable. Assuming a shock speed of 3900 m/sec at the
limiting flow condition, Mirels’ analysis predicts lm  to be
approximately 3.1 m. Using this value of lm , the separa-
tion distance at 5 m from the diaphragm is predicted to be
0.48 m, which is in good agreement with the numerical
simulation.

While the flow between the shock and interface is well
resolved using the grid with 25 µm spacing at the wall, the
turbulent boundary layer behind the interface requires a
finer grid. This can be seen in plots of static pressure and
displacement thickness at the exit of the acceleration tube
in figure 19 (the time axis for the 25 µm grid spacing was
moved slightly to align the interfaces). As mentioned pre-
viously, the peak in the displacement thickness near the
interface is a numerical artifact caused by the integration
path crossing the curved interface. The figure shows that
the solutions using grids with 25 µm and 12.5 µm spacing
at the wall are only slightly different in the region
between the shock and interface but are significantly dif-
ferent at later times. The grid with the smaller spacing at
the wall results in a larger boundary layer. This affects the
values at the tube centerline at later times, causing the
static pressure to be overpredicted on the coarser grid.

The solution for the full 10 m length acceleration tube is
computed using a grid spacing of 25 µm at the wall (the
12.5 µm grid spacing was judged to be too expensive). It
is known from the grid resolution study that this grid will
accurately capture the time evolution of the shock and
interface but it will underpredict the boundary layer thick-
ness in the test gas. The variation of the shock and inter-
face speed in the acceleration tube for the viscous
simulation are found in figure 20, along with the inviscid
computation presented earlier. The effect of the boundary
layer is to cause a deceleration of both the shock and the
interface. At the end of the acceleration tube, the speed
difference between the shock and interface is still large
indicating that the limiting flow conditions have not been
reached. Also shown in figure 20 are experimental shock
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speeds which are slightly lower than the computed values
but show a similar rate of shock attenuation.

The time history of the separation distance between the
shock and interface for the 10 m acceleration tube, shown
in figure 21, indicates a separation distance of approxi-
mately 0.8 meters at the end of the tube. Mirels’ formula
for the separation distance 10 m from the diaphragm gives
a value of 0.84 m. Pressure and temperature traces for the
inviscid and turbulent case are plotted in figure 22 (the
time axis of the inviscid solution has been translated
slightly to align the interfaces). As with the Mach 17 case,
the post-shock pressure is lower for the viscous solution
than for the inviscid solution because of shock attenua-
tion. The pressure history for the viscous solution differs
significantly from the inviscid solution most notably by a
large and monotonic increase in pressure during the test
time.

A comparison of the experimental and computed pressure
traces at the end of the acceleration tube is presented in
figure 23. Both the experiment and simulation show simi-
lar characteristics and are in good agreement. There is a
drop in pressure around the transition point and a steady
rise in pressure over the test time. The opposite axis of the
figure shows the value of the displacement thickness at
the exit of the tube. This axis is scaled to the tube diame-
ter. As with the Mach 17 simulation, the minimum pres-
sure over the test time is associated with a maximum in
the displacement thickness. The drop in pressure at the
start of the test time is seen to be associated with the sud-
den rise in the displacement thickness at the transition
point. The subsequent decrease in the displacement thick-
ness seems to be the cause of the rise in pressure during
the test time; however, it is difficult to distinguish
between this effect and the arrival of the rarefaction.
Figure 23 also illustrates that the variation of pressure dur-
ing the test time makes it difficult to precisely determine
the beginning and end of the test time. Time histories of
density, velocity, and temperature are presented in
figures 24 and 25. During the test time, these quantities
vary approximately linearly with time. The computed
values in the plot can be compared with the experimental
values presented in table 2, which are averaged over the
test time. Of particular note in figure 24 is the coincidence
of the turbulent transition point with a large and sudden
increase in the velocity.

A comparison of experimental and computed pitot pres-
sures at the tube exit is shown in figure 26. As before, the
computed pitot pressure was averaged over the test time
and defined as 0.92ρu2. Both the experiment and solution
show very little or no core flow and the agreement can be
described as fair. From the grid study discussed above, it
is known that a finer grid would yield a thicker boundary

layer. In addition, there are several parameters in the tur-
bulence model, such as the intermittency factor, which
can significantly affect the solution. This is another possi-
ble cause of the difference between the computation and
the experiment. A comparison between the experimental
and predicted time-varying pitot pressures is presented in
figure 27. Figure 27(a) presents the comparison at the
centerline and figure 27(b) presents the comparison
1.27 cm above the tube wall . Both figures reveal that the
dis tance between the shock and interface is accurately
predicted by the simulation. The pitot trace 1.27 cm above
the wall shows an overshoot just after the interface arrival.
The overshoot is interpreted to be the test-gas pitot pres-
sure ahead of the turbulent transition. After transition, the
boundary layer thickens rapidly causing a sudden drop in
pitot pressure. The shorter duration overshoot in the com-
putation suggests that the transition point (2.54 cm behind
the interface) may have been specified too close to the
interface. A transition a few more centimeters behind the
interface would likely increase the width of the overshoot
and give better agreement with the data. This hypothesis
is supported by the location of the drop in measured static
pressure associated with transition in figure 23. The drop
appears to occur at a later time than in the computation,
indicating that a specified turbulent transition farther from
the interface would probably give better agreement with
the data.

Plots showing the grid, density contours, and velocity
contours at an instant in time when the shock is near the
end of the acceleration tube are presented in figure 28.
The density contours show the large growth in the
boundary layer associated with the turbulent transition.
This results in a small core flow with minimum diameter
near the interface and larger diameter farther behind the
interface.

To show the rate of growth of the boundary layer as the
shock travels down the acceleration tube, the pressure and
displacement thickness traces for the 5 m and 10 m
acceleration tubes are plotted together in figure 29. Both
solutions used a grid spacing of 25 µm at the wall and the
time of arrival of the interfaces have been aligned in the
figure. The post-shock pressure is higher for the trace at
5 m than it is at 10 m because the shock has not attenuated
as much at 5 m. The maximum displacement thickness is
computed to be 72 percent larger at 10 m than it is at 5 m.
Figure 30 shows computed pitot pressure profiles at 5 m
and 10 m averaged over several hundred microseconds.
Although the pressure of the core flow varies with time at
5 m, this figure shows that at 5 m, approximately half the
diameter of the tube is occupied by the inviscid core. This
is in contrast to the profile at 10 m which shows little, if
any, core flow.



11

It is expected that experiments in an expansion tube with
higher pressures and a larger scale would result in the
movement of the turbulent transition to the region
between the shock and interface. Therefore, an additional
simulation of the Mach 14 HP case was performed with
the transition location placed just behind the secondary
shock so that whole the boundary layer was turbulent.
This simulation used a grid spacing of 25 µm spacing at
the wall. The results of this simulation provide some
qualitative insight into the sensitivity of the test conditions
to the transition location. The time evolution of the dis-
tance between the shock and interface for this case is
found in figure 31 along with the case having turbulent
transition at the interface. As expected, the fully turbulent
boundary layer reduces the separation between the shock
and interface because the boundary layer is thicker, and
the separation distance with the fully turbulent boundary
layer is smaller than the value predicted by Mirels’ corre-
lation for laminar flow. Figure 32 presents the variation of
the shock and interface speeds for the fully turbulent case
compared to the baseline case, revealing that the fully tur-
bulent case more closely approaches the limiting flow
conditions at the end of the acceleration tube. Figure 33
presents a comparison of the two cases showing static
pressure and displacement thickness at the end of the
acceleration tube (the arrival time of the interfaces has
been aligned). Compared to the case having transition at
the interface, the fully turbulent case has a larger dis-
placement thickness and a smoother pressure trace near
the interface. The computed density and velocity histories
are presented in figure 34. The interface speed is greater
for the fully turbulent case even though there is more
shock attenuation. The velocity of the test gas is therefore
slightly larger in the fully turbulent case. Overall, the dif-
ferences in the test conditions which result from changing
the location of turbulent transition are not large.

Pressure Scaling for the Mach 14 HP HYPULSE Test
Condition

The test conditions obtained for the Mach 14 HP case are
less than desirable because of the large pressure rise dur-
ing the test time and the small diameter of core flow. One
hope to improve this situation is to raise the operating
pressure within the expansion tube, thereby increasing the
Reynolds number. Assuming the boundary layer in the
test gas is turbulent, an increase in Reynolds number will
result in a thinner boundary layer. A numerical study of
the effect of pressure on boundary layer thickness requires
that the boundary layers are well resolved so that differ-
ences due to changing Reynolds number are not confused
with changing numerical error. Numerical simulations
which investigate the effect of increasing the pressures

inside HYPULSE are not practical using the present
numerical formulation because the turbulent boundary
layers are already difficult to resolve and, as the Reynolds
number increases, the minimum spacing at the wall must
be decreased to maintain accuracy. Therefore, several
simulations were made by decreasing the fill pressures
from the current Mach 14 HP operating condition. Since
the grid with 12.5 µm spacing at the wall is nearly ade-
quate at the Mach 14 HP conditions, solutions at lower
pressures should be accurate using this grid and even
coarser grids. The study was performed using a 5 m
acceleration tube to provide an exit flow with a well
defined boundary layer edge (recall that the exit flow for
the Mach 14 HP condition is nearly fully developed flow
making changes in boundary layer thickness difficult to
discern).

Two cases were examined to study the effect of pressure
on boundary layer thickness: the first case was computed
with driven and acceleration-tube pressures reduced by a
factor of four from the HYPULSE Mach 14 HP condi-
tions, and the second case was computed using driven and
acceleration-tube pressures reduced by a factor of sixteen.
For an inviscid perfect gas, a proportionally equal pres-
sure reduction in the driven and acceleration-tube pres-
sures would result in exactly the same test gas conditions
except for a proportional reduction in the test gas pres-
sure. This is not true when the boundary layer and
nonequilibrium chemistry are included. As the pressure is
reduced, boundary layer thickness is increased and the
departure from chemical equilibrium is increased. For the
reasons just mentioned, accounting for the differences
between the scaled pressure cases is not straightforward.
Nevertheless, the present study illustrates how pressure
changes can affect boundary layer growth. To help con-
strain the differences between the cases, the turbulent
transition point was kept fixed at a location just behind the
interface even though in a real experiment it is expected
that the transition would occur at different locations with
changing Reynolds number. The case with the factor of
four pressure reduction was computed with 12.5 µm grid
spacing at the wall while the case with the factor of
16 pressure reduction was computed with 25 µm spacing.

Figure 35 presents a plot of the separation distance
between the shock and the interface for the scaled pres-
sure cases and an additional computation with a laminar
boundary layer using the Mach 14 HP fill pressures. The
plot shows that lowering the pressure decreases the sepa-
ration distance and causes the flow to be closer to the lim-
iting flow conditions at the end of the acceleration tube.
The case with the pressure reduced by a factor of 16 very
nearly reaches the limiting flow condition. Figure 36
presents the computed pressure traces. In order to com-
pare the pressure traces directly, the factor used to reduce
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the fill pressures was used to re-scale the post-shock pres-
sures. The figure shows that the re-scaled post-shock
pressures become lower as the fill pressure was reduced.
This is because greater shock attenuation occurs at lower
Reynolds numbers. All the cases, except the laminar case,
show a similar rise in pressure during the test time.
Figure 37 is a plot of the displacement thickness for the
various cases with labels noting the maximum values. The
laminar case is included on the plot to show the much
larger displacement thickness of the turbulent boundary
layer.

For a turbulent boundary layer on a flat plate, the dis-
placement thickness is expected to vary as δ*∝  1/ρ1/5

(see Schlichting, 1979). The present computational results
indicate that for the test gas in HYPULSE, the displace-
ment thickness may vary with an exponent of 1/8 to 1/9
rather than 1/5. This suggests that increasing the operating
pressure in an expansion tube may not provide the
decrease in boundary layer thickness that one would
expect from flat-plate correlations. Reasons to expect a
growth rate different from flat-plate correlations include
the entrainment of acceleration gas in the test gas bound-
ary layer, the effect of the decreasing pressure through the
secondary expansion, and the fact that the flow is
axisymmetric.

Conclusions

Axisymmetric simulations of both laminar and turbulent
flow of nitrogen in the HYPULSE expansion tube were
shown to be in good agreement with experimental data. A
major finding of these simulations is that the observed test
gas nonuniformity is strongly linked to the boundary layer
displacement thickness. The effect of the boundary layer
on the flow properties in the test gas can be qualitatively
compared to subsonic flow in a converging-diverging
channel. As the displacement thickness increases, higher
velocities and lower pressures are observed in the core
flow region. It is also shown that nonequilibrium chem-
istry in the shocked acceleration tube gas can have a sig-
nificant effect on the shock speed.

The simulations show that the displacement thickness is
larger for a turbulent boundary layer than for a laminar
boundary layer in the current operating range of
HYPULSE. This conclusion appears to be valid regardless
of the location of the transition to turbulent flow, as long
as the turbulent transition occurs prior to the arrival of
most of the test gas. The large displacement thickness
associated with a turbulent boundary layer causes signifi-
cant variation in the core flow during the test time. This
variation makes it difficult to identify the arrival of the
secondary rarefaction which signals the end of the test

time. Furthermore, the rapid growth of the turbulent
boundary layer limits the length of the acceleration tube
for which a reasonable inviscid core can be maintained.
Simulations with reduced fill pressures suggest that the
boundary layer thickness in an expansion tube can be
affected by changing the operating pressure, but that the
dependence of the boundary layer thickness on the pres-
sure is weaker than what is predicted by flat plate
correlations.

While the simulations presented here are believed to cap-
ture accurately many of the first order boundary layer
effects, several important physical processes have been
neglected and should be investigated further. These
include the opening of the main diaphragm, thermochemi-
cal nonequilibrium of air rather than nitrogen, and sec-
ondary diaphragm rupture mechanics. The present results
suggest that the inclusion of the secondary diaphragm rup-
ture process is particularly important in cases such as the
Mach 17 condition where all of the test gas originates
from a region close to the secondary diaphragm. Grid
refinement studies have shown the present solutions are
not grid independent and that better resolution is desir-
able. This demonstrates the need for more efficient com-
putational methods such as a fully implicit, time accurate
formulation and higher-order accuracy to improve the
resolution of the solutions that can be obtained with avail-
able computer resources. Although the algebraic turbu-
lence model proved useful for predicting first order
effects, there is still a need for improved turbulence
models.
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Table 1. Experimental fill pressures and measured driven tube shock speeds

  Condition Driven tube

shock speed

(m/sec)

Driven tube

fill pressure

(Pa)

Acceleration tube fill

pressure

(Pa)

Mach 17 2800 3466 6.0

Mach 14 HP 2340 9200 193

Table 2. Experimental test gas conditions

  Condition Secondary shock

velocity

(m/sec)

Static pressure

(Pa)

Static

temperature

(K)

Velocity

(m/sec)

Mach 17 5253 1930 1223 5166

Mach 14 HP 3828 37,740 1455 3538

Table 3. Simulation initial conditions

  Condition Driven tube

shock speed

(m/sec)

Driven tube

fill pressure

(Pa)

Acceleration tube fill

pressure

(Pa)

Mach 17 2665 3466 7.2

Mach 14 HP 2355 9200 193
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Table 4. Computed Mach 17 acceleration tube shock properties assuming frozen and equilibrium
flow

Experiment initial

conditions

Computation initial

conditions

Shock speed (m/sec) 6401 6007

Frozen Post-shock pressure (Pa) 2457 2595

  acceleration Post-shock temperature (K) 15,340 13,580

  tube gas Post-shock velocity (m/sec) 5588 5240

Shock speed (m/sec) 6002 5654

Equilibrium Post-shock pressure (Pa) 2317 2456

  acceleration Post-shock temperature (K) 5531 5443

  tube gas Post-shock velocity (m/sec) 5618 5267

Table 5. Computed Mach 14 HP acceleration tube shock properties assuming frozen and equilibrium
flow

Experiment initial

conditions

Computation initial

conditions

Shock speed (m/sec) 4265 4293

Frozen Post-shock pressure (Pa) 34,914 35,380

  acceleration Post-shock temperature (K) 7150 7273

  tube gas Post-shock velocity (m/sec) 3693 3719

Shock speed (m/sec) 4156 4181

Equilibrium Post-shock pressure (Pa) 34,141 34,581

  acceleration Post-shock temperature (K) 5337 5358

  tube gas Post-shock velocity (m/sec) 3706 3731
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Figure 5. Computed shock speed versus distance in the acceleration tube for the inviscid simulation of the HYPULSE
Mach 17 condition showing the influence of finite-rate chemistry.
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Figure 6. Computed pressure and temperature time traces at the end of the acceleration tube for the inviscid simulation of
the HYPULSE Mach 17 condition.
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Figure 7. Computed distance between the shock and interface versus time for a grid refinement study of the HYPULSE
Mach 17 condition.
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Figure 8. Computed and experimental shock speed versus distance in the acceleration tube for the HYPULSE Mach 17
condition.
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Figure 9. Computed pressure and temperature time traces at the end of the acceleration tube comparing inviscid and
laminar simulations of the HYPULSE Mach 17 condition.
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Figure 10. Computed and experimental pressure traces and computed displacement thickness at the end of the accelera-
tion tube for the HYPULSE Mach 17 condition.
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Figure 11. Computed density and velocity at the end of the acceleration tube for the HYPULSE Mach 17 condition.
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Figure 12. Computed temperature at the end of the acceleration tube for the HYPULSE Mach 17 condition.
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Figure 13. Computed and experimental pitot pressure profiles at the end of the acceleration tube for the HYPULSE
Mach 17 condition.
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Figure 14. Computed and experimental centerline pitot pressure traces at the end of the acceleration tube for the
HYPULSE Mach 17 condition.
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Figure 16. Computed and experimental pressure traces and computed displacement thickness at the end of the accelera-
tion tube for the HYPULSE Mach 17 condition with transition to turbulence.
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Figure 17. Computed shock speed versus distance in the acceleration tube for the inviscid simulation of the HYPULSE
Mach 14 high-pressure condition showing the influence of finite-rate chemistry.
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Figure 18. Computed distance between the shock and interface versus time for grid refinement study of the HYPULSE
Mach 14 high-pressure condition using a 5 m acceleration tube.



34

Figure 19. Computed pressure and displacement thickness for grid refinement study of the HYPULSE Mach 14 high-
pressure condition.
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Figure 20. Computed and experimental shock speed versus distance in the acceleration tube for the HYPULSE Mach 14
high-pressure condition.
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Figure 21. Computed distance between the shock and interface versus time for the HYPULSE Mach 14 high-pressure
condition using a 10 m acceleration tube.
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Figure 22. Computed pressure and temperature time traces at the end of the acceleration tube comparing inviscid and
turbulent simulations of the HYPULSE Mach 14 high-pressure condition.
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Figure 23. Computed and experimental pressure traces and computed displacement thickness at the end of the accelera-
tion tube for the HYPULSE Mach 14 high-pressure condition.
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Figure 24. Computed density and velocity at the end of the acceleration tube for the HYPULSE Mach 14 high-pressure
condition.
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Figure 25. Computed temperature at the end of the acceleration tube for the HYPULSE Mach 14 high-pressure condition.
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Figure 26. Computed and experimental pitot pressure profiles at the end of the acceleration tube for the HYPULSE
Mach 14 high-pressure condition.
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(a)

(b)

Figure 27. Computed and experimental pitot pressure traces at the end of the acceleration tube for the HYPULSE
Mach 14 high-pressure condition: a) centerline b) 1.27 cm from wall.
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Figure 29. Computed pressure and displacement thickness at 5 m and 10 m along the acceleration tube for the HYPULSE
Mach 14 high-pressure condition.
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Figure 30. Computed pitot pressure profiles at 5 m and 10 m along the acceleration tube for the HYPULSE Mach 14 high-
pressure condition.



46

Figure 31. Computed distance between the shock and interface versus time for the HYPULSE Mach 14 high-pressure
condition showing the influence of the turbulent transition location.
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Figure 32. Computed shock and interface speed versus distance in the acceleration tube for the HYPULSE Mach 14 high-
pressure condition showing the influence of the turbulent transition location.
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Figure 33. Computed pressure and displacement thickness for the HYPULSE Mach 14 high-pressure condition showing
the influence of the turbulent transition location.
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Figure 34. Computed density and velocity for the HYPULSE Mach 14 high-pressure condition showing the influence of the
turbulent transition location.



50

Figure 35. Computed distance between the shock and interface versus time for the HYPULSE Mach 14 high-pressure
condition showing the influence of scaling the fill pressures.
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Figure 36. Computed pressure traces for the HYPULSE Mach 14 high-pressure condition showing the influence of scaling
the fill pressures.
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Figure 37. Computed displacement thickness for the HYPULSE Mach 14 high-pressure condition showing the influence of
scaling the fill pressures.




